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) i of the design and implementation of a modular, high performance, parallel computer
control system for qksdmmmmm:m.mm.mmm.m

2 laboratory environment, a telerobotics test control coafiguration is used © obtain measurements on conxmunications and
control loop timing for use in an effective full scale operational sysiem design. The feasibility of the selected architectural
approach has been successfully demonstrated. The modularity of the software and bardware enables case of transport for use in
performance measurements acquired during control system implementation, s 1¢ . o ... ., . s —

2. Introduction

Telerobots are manipulators designed to be controlled both directly by a computer and remotely by a human. This combina-
tion method, called supervisory control, allows the operator 10 apply his imelligence to the task without having 0 maintain
continuous control. Computational requirements for robot control either limit the complexity of the control system, or require
prohibitively large computcrs 0 obtain the required cycle rate. Remote operation and human control requirements crease
additional environmental constraints. The design of a hierarchical, parallel computer syssem is described. It provides the
required speed within the prescribed design limits at a minimum weight and size. A prototype system was built and measure-
ments were made to verify several performance issues.

3. System Description

The space-based telerobot for which this computer system was designed (Grumman {1]) hes several aspects that drive the
design of the computer system.

The first major design requirement is imposed by the robot itself (Fig. 1). There are three arms, each with seven joints and an
end-cffector. a torso, a vision system. and tools and test equipment. All this >quipment is under computer control. Each arm
must operate under control of several different types of control algorithms to provide flexibility to enhance operasor productiv-
ity. Two arms must be capable of coordinated action. The manipulation requirements impose definite computation requirements. P
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A second major design driver results from the control devices used o operate in the various control modes. In order o
maximize productivity, a variety of control inputs and information displays are needed. Input controt devices include a replica
master. 6DOF stick controllers. voice control. a lightpen. a keyboard. and a touchbezel. Output devices include graphics
displays. monitors. and force reflection (Fig. 2). Each of these require some data processing.

Fig. 2 Telerobot Control Station Testbed
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requirements 0 arrive at a coherent computer architectore (Fig. 5). Processor/algorithm granularity was drivea by availabie

one, two, and part of three. Servo control and perameter calculation take advantage of paralie]l processing techmiques. Task
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5. Performance Issues

Several issues were examined to verify the performance of this parallel computing system. First, central to the distributed
control architecture is the correct partitionment of alogrithms amoag the perallel processors 1 properly distribuse the comput-
ing loads. Second, communications bandwidth requirements of algorithm components must be considered W partition the
algorithms effectively without creating bottienecks. Third, CPU consumption by algorithm componcnts must be analyzed.
Finally, use of operating system and communication system services must also be examined w0 eliminate unnecessary overhead.

6. Implementation

The development environment for the digital robot control makes use of Intel microprocessor and microcontroller chip,
board, and bus technology. The 80286 based System 286/380 is used to run high-level robot path planning code. The syssem is
maymdsb@awnmmmmmmmmuwmmmm.m
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text editor, cross assembler, linkage editor, and monitor tools for firmware development. An EMV44 emulator provides a
window to the 8044 microcontroller for debug.

WDMMCWMM(MMBMmJW.MWMWm
munications software that forms the backbone of the prosotype robot control system. It includes the iRCB 44/10 Remote
Coantroller Board, the iSBX 344 Multimodule Board, the DCM Controller, and the BITBUS Interconnect. A distribused control
mdcmybe&htnikcawnmmisnxmmmmmisnnﬂymw“micmcundlerchipwih
buik-inSDLCeoumﬂcdiomﬁrmmmdispanohllbouds.TheBn'BUSlnmeonmisthehigh-speedsexialmﬁ-
cations link for the network of nodes.
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The development configuration was designed specificaily 10 be able to measure system performance. It groups six microcon-
trollers into ome distributed network of nodes, linked together by a high speed serial comnmumications bus (Fig. 6). The
communicatioas link implements a SDLC master slave proswocol on chip and performs all message handling and error checking
automatically without help from the CPU. Mastership of the network is claimed by either the Personal Development System 344
microcontroller node, or the System 286 344 node and is a function of the particular control algorithm currently executing. The
44/10 microcontroller nodes plug into a common cardframe which supplies the required power and communications wiring
Fig 7).
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Fig. 7 Prototype Pasallsl Computer System for Telerobot Control
7. Measurements

Measuring the system performance is accomplished by attaching an oscilloscope 10 the pins on one of the dedicased parallel
I/O ports (Fig. 8). The separate signal lines are toggled »y the development firmware 10 provide a mechanism for viewing the
algorithms as they run (Fig. 9). Enchbnofthe&buponudedmwdwptw:dednumgfordnﬂ’mmwofdu
algorithms running oa each processor.

Measurements were taken in three areas 0 examine system performance and algorithm partitionment. The three areas
examined were communications, CPU utilization, and operating system.
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Serial and parallel message passing techniques differ in the sequence by which the masser node communicates with the stave
podes. Serial message passing techniques cause the master node 80 wait for replies afier every message sent, which may cause
other nodes %0 wait for their turmn if the reply requires some computation. Parallel message passing techniques allow the mester
;mmmmgmmmmmnmhm\mmwwm

ig. 10).

The communications bandwidth has significant effect on overall timing. With the nodes jumpered for synchronous serial
communications on the BITBUS inderconnect, a 2.4 Mbps transmission rate is achicved as ~vmpared with the slower asynchron-
ous rate (Fig. 11). The time savings is readily observed when the master uses serial message passing.
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Fig. 10 Communications Schemes
Fig. 11 Clock Rates

CPU utilization measurements verify how effectively the algorithms are partitioned. For example, the slave input nodes
measured a2 60% idle time. This reflects a capacity 10 handle more of the computational burden of the system. Computation
measurements for different parts of the algorithm equations enable efficient redistribution of portions of the algorithm ® fine
tune the design. For example, the PD loop timing was approximately 0.8 ms. This measurement helped to redistribute the gain
computation of the servo loop to a more appropriate node to optimize the cycle time of the loop.

Operating system calls have a significant effect on algorithm timing. For example, the preloading of a message for transmis-
sion by a slave node takes approximately 0.4 ms. Internal RAM buffer space (system pool space) must be allocated for a
message dynamically, via a ‘system call, if it is to be sent by a task on one node to 2 task on a different node. Since there is a
limited amount of buffer space (approx. 4 20-byte buffers) available for a message send, buffer space will be unavailable until
the buffers associated with previous sends are released afier successful transmission. A method of reducing the allocatios calls
at the master node is to use the buffer allocated to hold the previously received reply message for the next order message since
this buffer is automatically 2llocated by the system.

Use of the standard RAC communication services may also impose penalties. Passing a message through the RAC services
automatically causes task context switching. This is important if the node is on the critical path either in terms of calculations or
bufTer allocations. The ume penalties can be avoided by taking direct control of the receive buffers. The applications firmware
must then provide the communication error handling capability.

8. Conclusions

Distributed processing of control algorithms is a feasible solution to improve robot control compusatic  speed. Mcasurement
of system clements is important in order to optimize system CPU usage and avoid bottienecks. Application programs must be
careful to avoid unnecessary operating sysiem use.

This architecture, as implemented. covers the National Bureau of Standards Hierarchical Control Specification levels one.
two. and part of three glt is independent of path generation and task de . ription techniques and runs bilateral force reflecoon as
easily as resolved rate. Hardware weight and power consumption are very [ow and are appropriate for space flight hardware.
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